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Resumo  

Uso da inteligência artificial e imagens orbitais para análise de padrões espaciais de uso e cobertura da 

terra.  O objetivo do estudo foi analisar o desempenho de diferentes algoritmos de aprendizado de máquina 

(AM) na predição dos padrões do uso e cobertura da terra a partir de dados espectrais de séries temporais dos 

sensores Thematic Mapper (TM) e Operational Land Imager (OLI).  Foi utilizado o software QGIS, onde 

iniciou-se a importação das imagens TM/Landsat 5 nos anos de 2004 e 2009 e OLI/Landsat 8 para os anos de 

2015 e 2019, a fim de obter informações para caracterizar e diferenciar os padrões de uso e cobertura da terra. 

Posteriormente realizou-se o treinamento e teste dos algoritmos, Random Forest (RF), Support Vector Machine 

(SVM), K-Nearest Neighbors (K-NN) e Naive Bayes (NB), nas proporções de 80%-20%, 70%-30%, 60%-40% 

no software KNIME. O desempenho foi analisado com base na acurácia global e no índice de Kappa. O RF e 

o SVM para os anos de 2004 e 2009 apresentaram o melhor desempenho (acurácia global), enquanto que para 

os anos de 2015 e 2019, foram o K-NN e a RF. Os valores do índice Kappa indicaram que as classificações dos 

algoritmos variaram de 0.80 – 1.00. A proporção de 60% (treinamento) e 40% (teste) foi a que proporcionou 

os melhores resultados para todas as datas analisadas. Os dados provenientes dos pixels amostrado dos padrões 

do uso e cobertura da terra das imagens dos sensores TM e OLI demonstraram ser eficientes para o processo 

de ML no software KNIME. 

Palavras-chave: Aprendizado de máquina, Software livre, Landsat, Sensoriamento Remoto. 

Abstract 

The study aimed to analyze the performance of different machine learning (ML) algorithms in predicting land 

use and land cover patterns from time series spectral data from Thematic Mapper (TM) and Operational Land 

Imager (OLI) sensors. The QGIS software was used, where the import of TM / Landsat 5 images began in 2004 

and 2009 and OLI/Landsat 8 for 2015 and 2019, to obtain information to characterize and differentiate usage 

patterns and land cover. Subsequently, training and testing of the algorithms, Random Forest (RF), Support 

Vector Machine (SVM), K-Nearest Neighbors (K-NN), and Naive Bayes (NB), were carried out in the 

proportions of 80%-20%, 70%-30%, 60%-40% in the KNIME software. The performance was analyzed based 

on global accuracy and the Kappa index. The RF and SVM for the years 2004 and 2009 showed the best 

performance (global accuracy), while for the years 2015 and 2019, they were the K-NN and the RF. The Kappa 

index values indicated that the classifications of the algorithms varied from 0.80 – 1.00. The proportion of 60% 

(training) and 40% (test) was the one that provided the best results for all the dates analyzed. The data from the 

pixels sampled from the land use and land cover patterns of the TM and OLI sensor images proved to be 

efficient for the ML process in the KNIME software. 

Keywords: Machine learning, Landsat, Free software, Remote Sensing. 

____________________________________________________________________________________________________________________________________ 

INTRODUCTION  

Changes in the environment, such as agricultural expansion and deforestation, directly impact ecosystem 

processes, thus, it becomes crucial to map changes in land use and land cover to monitor and manage these changes 

(ABDI, 2020; BELMAKER et al., 2015). Thus, temporal and spatial changes in land use and land cover have been 

the focus of attention in several studies over the years, thus, decision support systems, in a rapid process of 

evolution, have allowed the use of technologies for active form in the management and planning of the territory 

(BUĞDAY and ERKAN BUĞDAY, 2019). Among these technologies, there is the Remote Sensing (RS) where 

significant improvements in the spatial, spectral and temporal resolution of the data, has allowed more accurate 
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results. In addition, the development of artificial intelligence (AI) techniques and the use of machine learning 

algorithms (ML) in the analysis of RS data have been gaining more prominence in the scientific community. This 

evolution has increased the availability of data, as well as a huge source of information that allows us to have more 

comprehensive images of patterns of land use and land cover. In recent years, supervised and unsupervised ML 

algorithms have drawn attention to several applications in RS, including land use and land cover mapping (ABDI, 

2020).  

Andrade et al. (2014) emphasizes that in the supervised method, the user defines the classes and the 

respective samples that will make up the training. The unsupervised, for Ge et al. (2020) the algorithm uses 

statistics and data grouping techniques, not having the need for prior knowledge of the classes to be created thus, 

algorithms using supervised techniques have been used to improve the classification of land use and land cover 

patterns, such as Support Vector Machines (SVM), Random Forest (RF), Naive Bayes (NB), and the K-Nearest 

Neighbor (K-NN). As reported in the studies by Li et al. (2014) and Zhu et al. (2012), these algorithms have 

demonstrated excellent performance in the analysis of RS data.The advancement of software, open source 

languages and modern algorithms, according to Bunting et al. (2014)  make it possible to study and understand 

the patterns of land cover in the most diverse scales of time and space.  

To use these techniques, it is necessary to have a data processing environment that operates simply and 

intuitively, citing as an example, the Konstanz Information Miner (KNIME) platform, which allows quick and 

interactive changes in the analysis and interpretation of results. KNIME is a data mining tool developed in 2004, 

by the University of Konstanz, Germany, being launched in 2006. It is a platform for predictive analysis of free 

software, open-source, having the General Public License (GLP) (KNIME, 2019). The workflow creation and 

execution flow in KNIME are based on the idea of adding nodes (nodes), where they are linked through their 

inputs and outputs. According to Feltrin (2015), each node performs processing based on a data algorithm, which 

is capable of interacting with other nodes (when connected), thus allowing the generation and recording of complex 

data processing workflows. Thus, it can be said that research focused on the use of KNIME linked to the Remote 

Sensing area, are still little explored and, especially, their studies are little disseminated, from the theoretical, 

methodological, and practical point of view, in high impact on the scientific environment in the area of agrarian 

sciences. 

The justification for the use of KNIME was given by the ample support material for users, by the capacity 

of integration in different programming languages in the same workflow environment, and mainly by the scarcity, 

due to the lack of studies focused on the forest area until the present time, using data from remote sensor time 

series. In this context, the work aimed to analyze the ability of machine learning algorithms RF, SVM, NB and K-

NN to predict land use and land cover patterns using spectral time series data from Thematic Mapper (TM) sensors 

from Landsat 5 and Operational Land Imager (OLI) of Landsat 8, through open source software, in order to validate 

its use in a Geographic Information Systems environment 

MATERIAL AND METHODS  

Characterization of the study area 

The area chosen for the study is the municipality of Dona Francisca, which belongs to the region of the 

Quarta Colônia and is located in the Central Depression of the State of Rio Grande do Sul, which is 210 km away 

from the capital Porto Alegre. It has 29º 36’41” south latitude and 53º 21’ 03” west longitude as reference 

coordinates (Figure 1). The territorial area of the municipality according to the Brazilian Institute of Geography 

and Statistics (IBGE, 2010) is 114.35 km². 
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Figure 1. Location of the study area, municipality of Dona Francisca – RS. 

Figura 1. Localização da área de estudo, município de Dona Francisca – RS. 

According to the Köppen classification, the municipality of Dona Francisca has a humid subtropical 

climate - Cfa, where the hottest months are from December to February with an average temperature of 22ºC, 

while the months June, July, and August are the colder, with an average temperature of -3 ° C to 18 ° C. The 

average annual precipitation is approximately 1.722 mm (ALVARES et al., 2013).  

The relief of the municipality is characterized by plain alluvial-colluvial, Depression of the Jacuí River, 

Serra Geral, and the Plateau of Campos Gerais (IBGE, 2019). The rugged area is part of the Serra Geral formed 

by successive basalt spills, with Morro Santo Antônio and Morro Formoso present (LAGO and FARENZENA, 

2008). The municipality of Dona Francisca belongs to the Guaíba hydrographic region and the Alto Jacuí 

hydrographic basin, with the Jacuí and Soturno rivers as main watercourses, which are used for water supply, 

energy supply, fishing, and irrigation. 

Data processing 

Figure 2 shows this work proposed methodology flowchart. In the QGIS software, spectral data of 

TM/Landsat 5 and OLI/Landsat 8 images are taken, considering different patterns of land-use and land-cover. This 

tabulated information served as input for the training and validation of four machine learning algorithms, RF, NB, 

K-NN, and SVM in the KNIME software environment. Following, each of the methodological procedures is 

detailed, to facilitate their understanding and reproduction. 
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Figure 2. Methodological procedures flowchart. 

Figura 2. Fluxograma dos procedimentos metodológicos. 

Identification of usage patterns in the QGIS software  

The geographic database was built using QGIS software version 2.14 Essen, and vector data from the 

State of Rio Grande do Sul with their respective municipal physical limits were imported. Thus, the area of interest 

was delimited, with cartographic projection UTM (Universal Transverse Mercator), Datum SIRGAS 2000, and 

spindle 22 J. The images (Table 1) of the TM/Landsat 5 and OLI/Landsat 8 sensors were acquired free of charge 

on the website of the National Institute for Space Research (INPE) and on the website of the Remote Sensing 

Center of the United States Geological Survey (USGS). For the images acquisition, the choice of images that had 

a maximum of 5% cloud cover was taken into account, as well as the season, with images from the same period, 

october, being selected. 

Table 1. Comprehensive images of Landsat 5 and Landsat 8 and their dates. 

Tabela 1. Imagens abrangentes do Landsat 5 e Landsat 8 e as respectivas datas de aquisição. 

Scene Órbit Point Date of acquisition Satellite Sensor 

1 222 081 

15/10/2004 
Landsat 5 TM 

13/10/2009 

05/10/2015 
Landsat 8 OLI 

09/10/2019 

Subsequently, the pixels of the synthetic images of the TM/Landsat 5 RGB 543 and OLI/Landsat 8 RGB 

654 sensors were sampled, taking into account only the spectral information of each pixel (numerical value), to 
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obtain information to characterize and differentiate land use and land cover patterns (Table 2). 250 pixels were 

acquired at random for each time series in the years 2004, 2009, 2015, and 2019. 

Table 2. Land use and land cover patterns are seen in the RGB 543 images from the TM/Landsat 5 sensor and 

RGB 654 from the OLI/Landsat 8 sensor. 

Tabela 2. Padrões de uso e cobertura da terra visualizados nas imagens RGB 543 do sensor TM/Landsat 5 e RGB 

654 do sensor OLI/Landsat 8. 

Pattern Characteristics Sampled pixel Sample real 

Water 
Natural and/or artificial reservoirs and, in 

some cases, areas used for rice cultivation. 
 

 

Agriculture 
Agricultural areas are covered by 

vegetation. 
 

 

Field 
Undergrowth is composed of grasses and 

pastures. 
 

 

Forest 
Arboreal vegetation formations, including 

native and planted forests. 
 

 

Exposed soil 
Agricultural areas in the preparation or 

fallow, gullies, or erosive processes. 
 

 

Then, the data generated using the point sampling tool were saved in an dataset. In this dataset, the 

geographic coordinates (X and Y), land use and coverage patterns (water, agriculture, field, forest, and exposed 

soil), and the six spectral bands (TM/Landsat 5 - Bands 1, 2, 3, 4, 5 and 7 and OLI/Landsat 8 - Bands 2, 3, 4, 5, 6 

and 7, with their respective numerical values (spectral information for each pixel). 

Machine Learning in KNIME platform 

Through the samples from the reference pixels of the satellite images for the different dates, it was 

possible to prepare the data for reading by the miner, and thus, start the machine learning process on the KNIME 

platform. The reference pixel samples for training and testing were set at 80% to 20%, 70% to 30%, and 60% to 

40%, respectively. The nodes used and their operation in KNIME is described below:  

1) File Reader: responsible for reading data from a repository, in this case, the file entry was in *.csv 

format;  

2) Partitioning: the input table is divided into two partitions, where this node is used to produce a set of 

training data (where the model is generated) and the set of test data (evaluation of the trained model).  

3) Naive Bayes, Random Forest, Support Vector Machine, and K-Nearest Neighbors Learner: these nodes 

create a model from the data provided to the four machine learning algorithms; 
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 4) Naive Bayes, Random Forest, Support Vector Machine and K-Nearest Neighbors Predictor: predicts 

the class per line based on the model learned and;  

5) Scorer: reports a series of precision statistics, such as shows the global accuracy and Cohen's Kappa 

index. 

 It is important to note that at each node there is a semaphore below it, which indicates the state of 

readiness of that node. If it is in the green tone, it means that the node has already rotated and completed its work, 

in yellow the node is properly configured and ready to rotate, however, it has not yet completed its work, and if it 

is red, the node has not yet been configured and cannot be executed until it has been configured correctly. 

To assess the accuracy of the classification quality, the Kappa index proposed by Landis and Koch (1977) 

was considered: Rubbish (< 0.00); Bad (0.0 – 0.20); Reasonable (0.20 – 0.40); Good (0.40 – 0.60);  Very good 

(0.60 – 0.80); Excellent (0.80 – 1.00). 

RESULTS 

The four RF, NB, SVM, and K-NN algorithms were used to classify each data set from the pixel values 

of the synthetic composition of the RGB 543 TM/Landsat 5 sensor bands (Figure 3 (a) (b)) and RGB 654 

OLI/Landsat 8 sensor (Figure 4 (c) and (d)) 250 pixels were collected for each time series (2004, 2009, 2015, and 

2019), grouped into five classes of use and coverage patterns: water, agriculture, field, forest, and exposed soil. 

 

 
Figure 3. Identification of the sampled pixels as a reference in the RGB 543 synthetic image of the TM/Landsat 5 

sensor, in the different patterns of land use and coverage for the years 2004 (a) and 2009 (b), 

municipality of Dona Francisca - RS. 

Figura 3. Identificação dos pixels amostrados como referência na imagem sintética RGB 543 do sensor 

TM/Landsat 5, nos diferentes padrões de uso e cobertura da terra para o ano de 2004 (a) e 2009 (b), 

município de Dona Francisca – RS. 
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Figure 4. Identification of the sampled pixels as a reference in the RGB 654 synthetic image of the OLI/Landsat 8 

sensor, in the different patterns of land use and coverage for the year 2015 (c) and 2019 (d), municipality 

of Dona Francisca - RS. 

Figura 4. Identificação dos pixels amostrados como referência na imagem sintética RGB 654 do sensor 

OLI/Landsat 8, nos diferentes padrões de uso e cobertura da terra para o ano de 2015 (c) e 2019 (d), 

município de Dona Francisca – RS. 

The results of AM predictions of land use and land cover patterns for the TM/Landsat 5 sensor (2004 and 

2009) showed an accuracy of 0.85 and 0.86, respectively, classified as excellent, according to Landis and Koch 

(1977). The RF obtained the best results, showing good accuracy on the two dates analyzed, followed by the SVM 

(Table 3). The NB and K-NN algorithms showed bottom quality to the accuracy performance when compared to 

the others and, consequently, greater inconsistencies of the pixel values in mainly predicting the agriculture, field, 

and forest patterns. 

Table 3. Global accuracy and Kappa index in the predictions of land use and land cover patterns, using the KNIME 

software – TM/Landsat 5 sensor, October 2004 and 2009. 

Tabela 3. Acurácia global e índice de Kappa nas predições dos padrões de uso e cobertura da terra, utilizando o 

software KNIME - sensor TM/Landsat 5, outubro de 2004 e 2009. 

October 15, 2004 

RF SVM NB K-NN 

Test 20% 

AG Kappa AG Kappa AG Kappa AG Kappa 

89.5% 0.86 87% 0.83 84.5% 0.80 88.5% 0.85 

Test 30% 

91.4% 0.89 88% 0.85 86.2% 0.82 86.2% 0.82 

Test 40% 

92% 0.89 90% 0,87 88% 0.84 89.3% 0.86 
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October 13, 2009 

Test 20% 

90.5% 0.88 91.5% 0.89 82.5% 0.78 88% 0.84 

Test 30% 

92.5% 0.90 90.8% 0.88 84.5% 0.80 89.1% 0.86 

Test 40% 

93.3% 0.91 93.3% 0.91 86% 0.82 90.5% 0.88 

  Note AG:  Global accuracy. 

The classifications generated by the AM algorithms in the prediction of the land use and land cover 

patterns of the OLI/Landsat 8 sensor for the years 2015 and 2019, demonstrated an excellent accuracy according 

to Landis and Koch (1977), less for the NB, in which was considered to be very good on both dates. Table 4 shows 

that the best classification performances regarding the number of pixels, belonging to each pattern, were obtained 

by the K-NN and RF algorithms, respectively. 

Table 4. Global accuracy and Kappa index in predictions of land use and land cover patterns, using the KNIME 

software – OLI/Landsat 8 sensor, October 5, 2015, and October 9, 2019. 

Tabela 4. Acurácia global e índice de Kappa nas predições dos padrões de uso e cobertura da terra, utilizando o 

software KNIME - sensor OLI/Landsat 8, outubro de 2015 e 2019. 

October 5, 2015 

RF SVM NB K-NN 

Test 20% 

AG Kappa AG Kappa AG Kappa AG Kappa 

91% 0.88 83.5% 0.79 78% 0.72 91.5% 0.89 

Test 30% 

93.7% 0.92 88% 0.85 79% 0.74 92% 0.90 

Test 40% 

90.6% 0.88 90% 0.87 84.6% 0.80 94% 0.92 

October 9, 2019 

Test 20% 

88% 0.84 84% 0.79 77% 0.70 90.5% 0.88 

Test 30% 

90.8% 0.88 81% 0.75 80% 0.74 91% 0.89 

Test 40% 

91.3% 0.89 86% 0.82 81.3% 0.76 92% 0.90 
 Note AG: Global accuracy. 

DISCUSSION 

The patterns of use and coverage of the TM Landsat 5 and OLI Landsat 8 sensor images showed subtle 

variations between all the algorithms used. In 2004, the RF and SVM algorithms had similar results to those of Pal 

(2005), when using images from the Landsat Enhanced Thematic Mapper Plus (ETM +) for the classification of 

different pixel-based land cover, where he found that the RF classifier obtained 88.4%  accuracy and that it can 

achieve a classification accuracy very similar to SVM (87.9%). 

Moreira et al. (2014), when using six dates from Landsat 5 to map the use and land cover of the Rio Vieira 

basin - MG, they obtained SVM accuracy ranging from 83.51% to 93.23%, similar data were found in this study 

using images from Landsat 5, in which they ranged from 87% to 93.3%. This similarity in performance may be 

linked to the spatial resolution of TM/Landsat sensor images. Another fact that the RF presents better results 

according to Zha et al. (2020), is related to the greater capacity for generalization compared to other ML methods. 

In an evaluation of the Landsat 5 images in the classification of 14 different land cover classes in southern 

Spain, Galiano et al. (2012) found that the RF algorithm produces accurate classifications, with 92% global 

accuracy. According to Duro et al. (2012), the RF can achieve the best accuracy results in the classifications, while 

the NB has the worst results, a fact found in this study. 

The NB algorithm on all studied dates presented confusion between the pixel values in the forest, 

agriculture, water, and exposed soil patterns. These last two may be linked to the fact that many properties in the 

municipality, in October, plant pre-germinated rice, being carried out by flood irrigation, thus, the low performance 

of the NB may be related to the similarity spectral of these humid areas, causing confusion between exposed soil 

and water patterns. Thus, to improve the classification performance of the NB, more homogeneous and large 
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samples can lead to a more accurate parameter estimate, since this algorithm is sensitive to the size and uniformity 

of the training samples (QIAN et al., 2015 ). 

Cracknell and Reading (2014), found that the NB algorithm did not obtain the best accuracy results, about 

RF, K-NN, SVM, and artificial neural networks (ANN), in which they varied from 0.54% to 0.64%, using Landsat 

7 ETM + images to map geological areas. Müller et al. (2015), analyzing the RF algorithm in Landsat 8 time series 

to classify crops, pasture, and natural vegetation obtained global accuracy of up to 93%. Evaluating several 

classifiers for mapping invasive woody species, in the Azores in Portugal, Gil et al. (2014), found the best accuracy 

results for K-NN ranging from 89% to 94%, when compared with SVM and Maximum Likelihood (MLC). 

Sarmiento et al. (2014), showed that the K-NN algorithm presented good indexes (90% of correctness) for the 

mapping of coffee areas in Campos Gerais, in the State of Minas Gerais. Heydari and Mountrakis (2018) compared 

the NB, KNN, SVM, Tree Ensemble and ANN algorithms to classify land cover and identified SVM and KNN as 

the best performing methods for Landsat classifications. 

For the classification to be considered adequate, according to the authors Hentz et al. (2015); Gao (2009), 

it is sought that their values are high, that is, the higher the value of global accuracy, the greater the number of 

pixels classified correctly. Analyzing in general, it was possible to observe that in the four dates analyzed (2004, 

2009, 2015, and 2019) there was an increase in precision by increasing the proportion of test data from the ML 

algorithms. Thus, our results indicate that the proportion of 60% (training) and 40% (test) is more suitable for 

predicting land use and land cover patterns using Landsat images in areas with similar characteristics to the study. 

Another point to be highlighted is the precision of the algorithms concerning the analyzed time series, 

and it is possible to infer that, over the years, there was a decrease in accuracy, except K-NN. This fact may be 

linked to the different radiometric resolutions of the TM (8-bit) and OLI (16-bit) sensors, in which the K-NN 

algorithm allowed to cover the largest variations in the digital levels linked to the images with higher radiometric 

resolution (OLI), while that the other algorithms had difficulties in predicting the patterns of land use and land 

cover in these images (OLI). Thus, to increase the accuracy in the identification of land use and land cover patterns 

in OLI/Landsat 8 images, we recommend increasing the sampling of pixels, which may assist in improving the 

performance of the algorithms, since, to contemplate the greatest variability in terms of gray levels in the image. 

It is important to note that the KNIME software, with its intuitive approach, facilitated the application of 

ML tools, used to predict land use and land cover patterns from time series. Besides, the software allowed to 

expand the capacity to extract information, which can assist in strategic planning for territorial management. 

CONCLUSION 

• The use of machine learning algorithms to predict land use and land cover patterns for the spectral data of the 

Thematic Mapper (TM) sensor of Landsat 5, proves to be efficient, highlighting the RF and SVM algorithms, 

which showed higher values for the parameters of global accuracy and Kappa index. Regarding the spectral 

data from the Landsat 8 Operational Land Imager (OLI) sensor, the K-NN and RF algorithms showed 

satisfactory results. 

• When analyzing the responses of the NB algorithm, it was observed that there was greater confusion in 

predicting the patterns, when compared to the others. 
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