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Abstract:

This paper presents a comparative study between the absolute and relative methods for altimetric
positional accuracy of Digital Elevation Models (DEM). For the theoretical basis of this research,
the definitions of acuracy (exactness) and prémis as well the concepts related to absolute and
relative positional accuracy were explored. In the case study, the Advanced Spaceborne Thermal
Emission and Reflection Radiometer (ASTER) and the Shuttle Radar TopographyS@&$)

DEM were used. In ¢hanalysis of the absolute accuracy, 6,568 ground control points from GNSS
orbital survey were used, collected through relastatic method. In the relative accuracy, it was
used as reference DEM with spatial resolutionrokfers generated by stereoptagrammetrical
process for the Mapping Project of Bahia (Brazil). It was concluded that, once the accuracy of the
reference DEM is better than the other two evaluated DEM, the results of the classification for the
PEGPCD fotthe relative evaluation are egl to or better than the absolute evaluation results,

with the advantage to being able to verify the pixel population of the evaluated models, which
makes it possible to identify outliers, distortions and displacementsdingldelimiting regions,
whichis much less likely with a limited set of control points.
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Resumo:

Este artigo apresenta um estudo comparatérdre os métodos absoluto e relativo paaa
avaliacdo de acuracia posicional altimétrica de Modelos Digitais de Elevacdo (MDE). Para o
embasamento tedrico desta pesquisa, foram apresentadas as definicdes de acuracia (exatidao) e
precisdo, bem como conced relativos a acurécia posicional absoltrelativa. No estudo de

caso foram utilizados os Mvance Spaceborne Thermal Emission and Reflection Radiometer
(ASTERZ}lobal Digital Elevation ModgDEM) &huttle Radar Topography Miss(@8RTM). Na

analse da acuracia absoluta foram utilizadds8 pontos de controle oriundos de levantamento
orbital GNSS, no método relatigstatico. Ja na acuréacia relativa foram utilizados como referéncia

0s MDE com resolugao espacial de 5 metros gerados por processter@@fotogrametria digital

para o Proj de Mapeamento do estado Bahia. Conechkgugue, uma vez comprovada que a
acuracia do MDE de referéncia € melhor que o avaliado, os resultados da classificacdo quanto ao
PEGPCD para a avaliacéao relativa saoisgora melhores que os resultados da agaleabsoluta,
tendo-se a vantagem adicional de ser possivel verificar a populacdo de pixels dos modelos
avaliados, o que possibilita identificautliers distor¢cdes e deslocamentos, inclusive delimitando
regideso que € muito menos provavel com um comjuiimitado de pontos de controle.

Palavraschave controle de qualidade; acuracia posicional absoluta; acuracia posicional relativa;
SRTM; ASTER; MDE

1. Introduction

The International Organization for Standardizatio®)I§ves international norms about
geographic information, being developed in its 19,100 series (ISO 19.157, 2013). The Brazilian
standards were built based on these norms through the National Spatial Data Infrastructure
(INDE), according to Decree No.6660f November 27, 2008 (Brasil,08), with one of its
objectives being control quality (DSG, 2016), with the aim of providing, in a standardized way, the
methods for the evaluation of geographical data.

The construction of these standards, or techngm#cifications, for the cartography the
responsibility of the Brazilian Army, regarding the series of topographic charts, defined in the
scales of 1:250,000 and larger, as determined by DaaeeN°. 243, of February 28, 1967, which
establishes the gdelines and bases of Brazilian cgrephy. Therefore, following this obligation,
the Army has elaborated the following Technical Specifications for: (CONCAR, 2008, DSG, 2008,
DSG, 2015, DSG, 2016):

Vector Geospatial Data Structurifigs{ruturacéo de Dados Geoespaciais VetodXsV);
Adqyuisition of Vector Geospatial Dafeglisicao de Dados Geoespaciais VetohdxsV);
Geospatial Data Set Produd®ddutos de Conjuntos de Dados Geoespak@®G);
Geospatial DatRepresentationRepresentacao de Dados GeoespachiBG); and
Geospéal Data Quality ControControle de Qualidade de Dados Geoespad&dG).

I v > > D

Among the technical specifications cited previously, the CQDG is the focus of this article, since
it standardizes the quality evaluation criteria, establishing the requirexsares for each element
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of quality (Omission, Conceptual Consistency, Format Consistency, Absolute Positional Accuracy
and Temporal Validity) considering different geospatial datasé&t, (Z3.6).
It should be noted that the first edition of the CQDG presenly measures for the evaluation of
absolute positional accuracy addes not provide definition of measures for the evaluation of
relative positional accuracyhis is the main reas®f analyzing and discussing the results of this
type measurement, pging their feasibility or not, for the quality control of Digital Elevation
Models (DEM).
Another consideration on the relevance of this work is the fact that the relative method,

in canparison with the absolute method, can be applied in a global wag,isimakes use of the
entire population of pixels, obtaining more realistic results, besides identifying regions with
greater discrepancies and outliers.

The objective of this work wascompare quantitatively and qualitatively the statistical results
of the assessment of the absolute positional accuracy of the Digital Elevation Digital Models (DEM)
Advanced Spaceborne Thermal Emission and Reflection Radiometer (ASTER) and Shuttle Rada
Topography Mission (SRTM) with the results of the relative positiooatacy, calculated based
upon a reference DEM with better accuracy.

2.Theoretical conceptualization

Aiming at the theoretical basis of this work, this chapter discussesetivetions used for
digital models from altimetric data and describes the dttarsstics of the evaluated DEM (ASTER
and SRTM). It is also reviewed the concepts of precision and accuracy, as well as the definitions of
absolute and relative positional acacy.

2.1. Definitions of Digital Model for Altimetry

The surface of the Earthrtdbe modeled in three dimensions by means of Digital Elevation
Model (DEM), Digital Terrain Model (DTM) or Digital Surface Model (DSM), however there are still
dissonances abaits definitions.

Li et. al. (2005 apud Santos et al., 2016) considers theadE\set of points that represent
the spatial distribution of various types of information on the terrain, being the DEM a
particularization when this information translatesthltitude of the terrain that models the
emerged or submerged land without véaggon canopy or buildings.

The PCDG (DSG, 2015), which is of interest in this work, defines an DEM as a cartographic
product obtained from a mathematical model that represenphenomenon, continuously, from
adequately structured and sampled data of teal world. A DEM is called the DTM when it is
associated with the representation of the baarth (exposed soil), disregarding the accidents
found above the ground (buildingsridges, vegetation, etc.). When the accidents on the ground
are modeled, thethe DEM is called as DSM.

To agree with the PCDG and, consequently, with the norms of the INDE, this work considers
the generic name of all altimetric digital model$&3M, without the concern to differentiate the
models that represent or not the baearth.
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2.2.ASTER GDEM

The ASTER data are the result of a cooperative effort between the National Aeronautics and
Space Administration (NASA) and the Ministry of Internafioade and Industry of Japan (METI),
Earth Resources Data Analysis Center (ERSDADE asuited States Geological Survey (USGS)
for the construction of an open access global DEM (USGS, 2014).

To obtain surface elevation data, ASTER sensors placed oA SRfRRte captured
stereoscopic images between 2000 and 2010, operating in the bafintdse near infrared
spectrum. The GDEM is the most complete model of the Earth's surface, covering 99% of its
surface, between the latitudes of 83 ° N and 83 ° S (@elesd Philips, 2016; Santos et al., 2016).

ASTER GDEM v.2 is provided by the Us&@SEplorer in the GeoTIFF image format in 1°x1°
geographic cutouts, with spatial resolution of 1-second (about 30 meters near the equator).
The files are in the W&84 geographic coordinate reference system, with the geological model
EGMO96 as altimgc reference (USGS, 2014).

According to Tachikawa et. al. (2011), ASTER GDEM v.2 has an absolute vertical accuracy of 1’
meters with a 95% confidence level. The autlatgs verified that in forest areas the values of the
model are about 8 meters abovket correct reference and in areas of exposed soil the model
tends to be 1 meter below the reference.

2.3.SRTM

The SRTM was a project of NASA and the National Gecebpaligence Agency (NGA), which
had the international collaboration of the German Sp&gency Deutsches Zentrum fir Luiind
Raumfahrt- DLR) and the Italian Space Agergef(izia Spaziale Italiar#®SI) to acquire radar
data with the objective of cremy the first global altimetric model (USGS, 2015, Santos et al.,
2016).

In order to dtain the elevation data, two Synthetic Aperture Radars (SAR) were used by
interferometry (INSAR) in the C and X bands. The data were collected aboard the space shuttle
Endeavor in a period of 11 days (11 to 22 February 2000) and cover more than 80%authise
surface area, covering latitude 60 ° N to 56 ° S (Forkuor and Maathuis, 2012, Celestino and Philips,
2014).

The SRTM MDE are provided by the USGS EarthExplbeeGeoTIFF image format in 1°x1°
geographic cutouts, with spatial resolution offd&8 areseconds (about 30 and 90 meters near
the equator line, respectively). The files are in the WGS 84 geographic coordinate reference
system, with the geographic meldEGM96 as altimetric reference (USGS, 2015).

It should be highlighted that, untilgently, the vast majority of researches on SRTM was based
on products with a resolution of 3 aseconds, since the models with resolution of tsaoond
were madeavaibble to the public openly from November 2014 (LP DAAC, 2014).

The absolute vertical earacy of the DEM SRTM of 3-seconds is less than 16 meters,
although this accuracy may vary, depending on the continent and region (Jozsa et al., 2014).
Already for he model with 1 arsecond was obtained an accuracy better than 6 meters in the
regionof Saudi Arabia (Elkhrachy, 20&@}l in the northeast of Brazil (Franca et. al, 2018)
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2.4. Accuracy (or Exactness) versus Precision

The positional accuracy is one of thality elements standardized in ISO 19.157 (1ISO 19.157,
2013) which specifies how tlggeometric and positional characteristics of geographic data must
be evaluated.

Nevertheless, for the evaluation of positional quality, several terms have been used,
highighting accuracy, exactness and precision, sometimes for reasons of idiomaticitranslat
leading to misinterpretations. Therefore, it is necessary to differentiate the concepts of precision
and accuracy, being the latter synonymous of exactness (Marito 2009).

According to Celestino and Philips (2014), the accuracy shows the tiegvbeh spatial
information is recorded in its true position, relative to a terrestrial reference or with reference to
other adjacent information. They also define sem as the degree of agreement of a series of
measurements made on similar condiontranslated by the standard deviation of the
observations.

Gemael (1994) states that the term accuracy is related to random and systematic effects and
concerns the disgrsion of values in relation to the exact value of the observation, whereas the
precison is related to random effects and concerns the dispersion of values in relation to the
average of the observations.

According to Monico et. al. (2009) the concept afuaacy involves systematic and random
errors, while the concept of precision involwedy random errors. The accuracy, therefore, can
be translated in terms of the following parameters: tendency and precision (Monico et al., 2009).
Mathematically the tedency is calculated as the difference between the mean of the
observations and the kmm (or expected) value and the precision is the standard deviation of the
observations.

The Accuracy measure proposed by Gisdasown as the Mean Square Error (MSE) calculated
by (1), wherg, 6represents the dispersion of the measures (variance or uncertainty) in relation to
the average of the observations ahdepresents the tendency, bias or vice of the estimator
(Monico etal., 2009). In other words, the@ymeans random errors arntltranslates systematic
errors.

€
(ol

0"YOO X — v

(1)

For large samples, the MSE approximates to the quadratic mean of the ejravbére-
correponds to the difference of an observed (or measureldleva and the reference (known)
valuea (Equation 2).

- q (2)

In this research, it was considered the mathematical formulation for tendeaiyg precisior)
given by (3) ad (4), being the accuracy calculated by the Réedn Square Error (RMSE), given

by (5).
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2.5. Absolute versus Relative Positional Accuracy

The concept of positional accuyacs well established in the cartographic literature and
defined in the standards of ISO 19.113, ISO 19.114 and ISO 19.13B¢peizat al., 2007).

The assessment of positi@ accuracy of geospatial data corresponds to a statistical analysis
of the fedure discrepancies identified on the map in relation to a given reference (DoD, 1990).
Depending on the characteristics of the reference, positional accuracy has the following
classification (Santos et al., 2017):

A Absolute (or external): statistics basgubn the discrepancy of the observed coordinate
in relation to a reference coordinate accepted as true. This commonly happens when the
reference coordinate is measured with tnasnents that ensure their values faithfully
translates the terrain reality. Fekample, with reference points collected by relative static
positioning with dual frequency GNSS receivers.

A Relative (or internal): statistics based upon the discrepancy s&nadd coordinate in
relation to coordinate of other dataset which respectiveipon has better accuracy. For
instance, the evaluation of features mapped to the scale 1: 25,000 having as a reference
features mapped on the scale 1: 1,000.

For the relatie positional accuracy assessment, Celestino & Philips (2014) suggest that the
reference data should be three times better than the declared data for the tested data. In other
words, Camargo et. al. (2009) confirm that the reference data must presentpalsérror equal
to or less than on¢hird of the standard error of the evaluatecale.

Although the assesment of absolute positional accuracy seems to be the most appropriate for
mostly cases, the evaluation of DEM based on a small set of points mag tio¢é most
appropriate method (J6zsa et al., 2014).

2.6. Brazilian Cartographic &gacy Standard for Altimetry

All paper topographic charts produced officially in Brazil for systematic mapping must follow
the positional accuracy accordingly to the Cartographic Accuracy StaRddrddq de Exatidao

Bulletin of Geodetic Scienc2s(1): €20190032019



7 Franca, Penha and Carvalho

Catografica PEC) which parameterluas was established in Decitide. 89.817 of June 20, 1984
(Brasil, 1984), transcribed though the Table 1.

Table 1:Mean Error Erro Médio- EM) and Standard ErroErfoPadréo- EP) values for PEC
classification of printed products (topographic charts).

1:25,000 | 1:50,000 | 1:100,000 | 1:250,000
EM| EP|EM| EP |EM | EP | EM EP
5,0 3,33/ 10 [ 6,67 | 25 |16,67| 50 |33,33
6,040 |12 | 80 | 30 | 20 60 | 40
7515015 | 10 |37,5| 25 75 50
Source: DSG, 2016.

Type PEC

Altimetric
measurements

O|w|>

With the recent evolution of digitalartography and the geothecnologysources, new
products require other quality parameters, including a refinement of the assessment for positional
accuracy assessment (Arlzgpez et. al, 2007) and computational programs to perform it (Nero
et. al, 207).

The Geographic Service BureBirdtoria de Servico GeograficDSG, 2016) established
the quality assessment parameters described in the Technical Specifications for Geospatial Set
Products (EEPCDG) and Geospatial Data Quality ContreC(EDG).

Thenew positional accuragtandards, known as the Cartographic Accuracy Standard for
Digital Cartographic Products (PFEECD), consider small and large scales (Table 2 and Table 3). It
is possible to be noted that the "B", "C" and "D" from-PED correspongspectively to "A", "B"
and "C" classes of the Decree No. 89.817 (DSG, @abga & Ferreira da Silva, 2018)

Table 2:Mean Error Erro Médio- EM) and Standard ErroErfo-Padrdo- EP) values for the
classification of PERCD for DEM on small scales

1:25,000 | 1:50,000 | 1:100,000 | 1:250,000

Type PEPCD Mo TEP [EM | EP |EM | EP | EM | EP

A 27 |1,67] 55 | 333|137 833 | 27 |16,67

Altimetric B 50 |3,33| 10 | 6,67 | 25 |16,67| 50 |33,33
measurements C 6,0 | 4,0 12 8,0 30 20 60 40
D 75 | 50 | 15 | 10 |375] 25 | 75 | 50

Source: BG, 2016.

Table 3:Mean Error Erro Médio- EM) and Standard ErroErfoPadréao- EP) values for the
classification of PERCD for DEM on large scales.

1:1,000 | 1:2,000 | 1:5000 | 1:10,000

Type PEPCD "EM T EP [EM | EP |[EM | EP | EM | EP
A 027 0,17 | 0,27 |0.17 | 0,54 | 0,34 | 1,35 | 0,84

Altimetric B 05 |033] 05 |033] 1,0 |0,67| 2,5 |1,67
measurements C o6 |04 | O6 |04 |12 |08 | 30|20
D 075] 05 |0,75| 05 | 1,5 | 1,00 3,75 | 2,5

Source: DSG, 2016.
Bulletin of Geodetic Scienc2s(1): €20190032019
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3.Study Region

The study region covers a part of the west of the Brazilian Stathiaf,@rresponding to an
extension of 3° of longitude by 2° of latitude. The analyzed models correspond to the DEM ASTER
v.2 and SRTM v.3, both with resolution of tsmcond, distributed in the 1° x 1° joint by the United
States Geological Survey (UX83%4;USGS, 2015), according to the frame shown in Figure 1.

46°W 45°W 44°W 43°W

SRTM and/ASTER:
s12_w046_1arc_v3.tif
ASTGTM2_S12W046.tif

11°S

[}
°

-
-

e

12°S
12°S

SRTM and ASTER:
s13_w046_1arc_v3.tif
'ASTGTM2_S13W046.tif

Elevation (meters)

900

850

800

750

550

» 500
& 450
23 400

13°S

Figure 1Study region located in the west of the State of Bahia, presenting the the SRTM and
ASTER models

Therefore, 12 (twelve) DEM were evaluated, 6 (six) corresponding to ASTEBxmel&ted
to SRTM.

4. Methodology

This chapter details the procedures for the evaluation of the absolute and relative positional
accuracy of the DEM, showing how the data used as reference were obtained, as well as the
method for comparing theesults.

Bulletin of Geodetic Sciencg$(1): 20190032019
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It is important to emphasize that all steps were performed with the General Public License
(GNU), opersource software, being QGIS 2.18 and Python scripts based on the GDAL module. The
developed scripts are available in the following Github reggshttp://www.github.com/LEOX
INGU/DEM_assessment

4.1. Data Sources

The DEM ASTER and SRTM evaluated in this work and presented in figure 1 were obtained
from the USGS EarthExplorer websitgpd/earthexplorer.usgs.gov.

The Ground Control Points (GCP) and DEM adopted respectively for absolute and relative
reference are available in the Geographic Database of the Brazilian Bamgo (de Dados
Geografico do Exércit®DGEX) through the folling websié: http://www.geoportal.eb.mil.br/
mediador/.

The DEM used as reference were obtained by digital photogrammetric flight performed by the
company Engemap, through the airborne system of acquisitidnpastprocessing of digital
images $istema Aerotransportado de Aquisicdo efPdsessamento de Image Digitais SAAPI),
during the years of 2009 and 2010 (Penha et al., 2012).

4.2. Absolute Positional Accuracy Assessment

For this evaluation were used B8om GNSS orbital survey, through relative static method,
executed by the Brazilian Army. It wasiected more than 35,000 points in order to evaluate and
approval the positional accuracy of the DEM for the Mapping Project of the State of Bahia (Penha
et al., 2012). Of this total, 6,568 points were used in this research. Figure 2 shows the control
points on the study region and Table 4 shows the number of GCP for each region.

Bulletin of Geodetic Scienc2s(1): €20190032019
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Figure 2Spatialization of the GCP used in the research.

Table 4Number ofcontrol points for evaluation of absolute positional accuracy.

Region

Number of GCP

S12W044

807

S12W045

1,168

S12W046

1,434

S13Wo044

1,029

S13W045

1,015

S13W046

1,115

Sum

6,568

The orthometric altitude of the GCP has as altimetric reference therDaf Imbituba,
different of the vertical Datum of the evaluated DEM which iE6G& 96 WGS 84. However, as
the difference between the altitudes in these references is in the order of 0.10 to 0.54 meters
(Moura et al., 2014), the transformation betwedrese vertical references was not performed,
considering its smallness in relatianthe values of EM and EP from FHED (Table 2).

Figure 3 illustrates, through a flowchart, the evaluation process of each DEM, being this
process executed by the Pythomigt"DEM Absolute Accuracy", where the output corresponds
to an HTML file contaimj the PE®CD classification result and related statistics.

Bulletin of Geodetic Sciencg$(1): 20190032019
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DEM

- PEC-PCD
- RMSE

- Tendency
- Precision
- Min Error
- Max Error
- etc

DEM
Absolute
Accuracy

Figure 3Flowchart of the Absolute Positional Accuracy Assessment.

The reference DEM also had their absslpbsitional accuracy assessed. For that, It was
created mosaics with the reference DEM in order to verify if these models have better positional
accuracy than the evaluated models. Those mosaics also was uséalifce positional accuracy
assessment.

4.3. Relative Positional Accuracy Assessment

In this evaluation, it was used the DEM generated by photogrammetry for the State of Bahia
Mapping Project (Neto et al., 2014; Penha et al., 2012) as reference datasehaVaeyetter
resolution and positional aaracy than the ASTER and SRTM DEM.

The reference DEM has resolution of 5 meters in frames of 7.5' x 7.5', corresponding to the
articulation of the scale 1: 25,000 for the Brazilian systematic mapping and referented
Vertical Datum of Imbituba and Hzontal Datum SIRGAS 2000.

Therefore, for each of the six ASTER and SRTM models in the study area a mosaic composec
of 64 reference DEM was used, accordingly Figure 4.

Bulletin of Geodetic Scienc2s(1): €20190032019
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Figure 4Mosaics of reference DEM.

Figure 5shows the flowchart of the evaluatiomgeess of the ASTER and SRTM DEM,
executed by the Python script "DEM Relative Accuracy"”, which generates, in a similar way to the
evaluation of absolute accuracy, an HTML file with the results.

DEM
- PEC-PCD
DE M - RMSE
Reference DEM Relative - Tendency
= Accuracy " Min Error
- Max Error
[l - etc

Figure 5Flowchart of the Relative Positional Accuracy #sssent.
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4.4, Classification of PERLCD

The Standard of Cartographic Exactn®sl(do de Exatiddo CartograficPEC) for Digital
Cartographic Productd(odutos Cartogréaficos DigitaisPCD) in the ECQDG (DSG, 2016),
classifies geospatial data accoglito its accuracy in classes "A", "B", "C" or "D", based on the
maximum permissible error (EM) and the standard error (EP ) to the altimetry.

Accordingly to Equation 2, the error of thiitude component in a reference positionyj is
calculated by thelifferenceofz,0 § KS | f G A GdzZRS Ol f OdzA i SR 6& Ay
the reference positionihn relationto z which is the orthometric altitude of the reference point.

For the determination of the altitude, the bilinear interpolation &s adopted, similar to
Reuter et. al. (2009), aiming to calculate the linear influence of the altitude ¥vé@kp@of the 4
pixels closest to the evaluated DEM in relation to the reference point, as shown in Figure 6 and
Equation (6).

(x,y) (x+1,y)
®

° ® Reference Point
dy @® Pixel Center
o
X - column
odx| o

y - row

(x,y+1) |{x+1,y+1)

Figure 6Bilinear Interpolation.

o P Qup QEQL Qdp QEAW phdy p QOE@H p QoOQ@Qp p (6)

In the case of the relative accuracy assessment, the reference points correspond to the
center of the pixels of the reference MEz isalso calculated by bilinear interpolation.

According to ECQDG (DSG, 2016), the classification of thé®IBds given by observing the
following criteria:

A Each error value is compared with the maximum permissible error (EM) of the PEC
PCD thle (acording to class and scale), being classified where at least 90% of the
absolute value of the errors is lower than EM for a specific class and scale.

A The result of theRMSHs compared with the EP from RECD table. If it is smaller,
then the datast is classified to that class, otherwise the RMSE is verified following
each PE®PCD class in a specific scale. If the result is not sorted in any of the classes,
then it is saidhat the result is "not compliant”, also called "R" class.

Bulletin of Geodetic Scienc2s(1): €20190032019



Comparison Between Absolute and Relative Positional Accuracy Asséssment 14

It is importantto highlight that the Python scripts, developed by the authors, were written
taking all care that the values of the null pixels, present both in the SRTM DEM and in the reference
DEM, did not interfere with the calculations of the statistics.

5. Results andiscussions

The following tables 5 and 6 present the results of the altimetric positional accuracy
assessment for absolute and relative methods, respectively. It is showticstatesults of the
calculated errors in meters (m) and the HECD categoryn which each ASTER and SRTM DEM
have been classified for the following scales: 1:25,000 (25K), 1:50,000 (50k), 1:100,000 (100k) and
1:250,000 (250K). When the tables present'tRé for the PE®CD classification, it means that
the data does not fit evethe minimum standard (class "D") of the scale evaluated and therefore
must be rejected.

5.1. Absolute positional accuracy Results

By calculating the average values of tegults of Table 5, it is verified that the SRTM models
have a tendency to be 3.69 nees displaced above the reference on the ground, however its
precision of 2.01 meters is 3.22 times higher than the precision of 6.48 meters of ASTER DEM, that
is, the dlimetric errors are less dispersed (scattered) in the SRTM than in the ASTER, poming u
very close to the precision of 1.1 meters of the photogrammetric DEM used as reference.

Table 5Results of Absolute Positional Accuracy Assessment.

Absolute PositiorldAccuracy of the ReferenBEMin meters (m) PEQ; PCD
File RMSE| Tendency| Precision| - - 25K | 50K | 100K | 250K
mosaico_S12W44 1,17 0,21 1,15 -7,76 | 3,74 A A A A
mosaico_S12W45 1,33 0,56 1,20 -8,84 | 8,13 A A A A
mosaico_S12W46 1,35 0,68 1,16 -4,86 | 16,05| A A A A
mosaico_S13W44 1,25 0,56 1,11 -8,02 | 8,01 A A A A
mosaico_S1&/45 1,28 0,43 1,20 |-10,62| 8,40 A A A A
mosaico_S13W46 1,11 0,60 0,93 -3,40 | 8,85 A A A A
Absolute Positional Accuracy of SRTM DEM in meters (m) PEG PCD
Arquivo RMSE| Tendency| Precision| - - 25K | 50K | 100K | 250K
s12_w044_larc_v3 4,25 3,76 1,99 -3,48 | 1045 | D B A A
s12_w045_larc_v3 4,28 3,80 1,96 -291 11269 D B A A
s12_w046_larc v3 | 3,71 3,00 2,18 | -3,72 14,72 C B A A
s13 w044 larc_v3 4,50 3,95 2,16 -5,90 11454 D B A A
s13_w045_larc_v3 4,77 4,26 2,15 -5,29 | 13,72 D B A A
s13_w046_larc_v3 3,72 3,35 1,61 -152 11281 C B A A
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Table 5Cont.
Absolute Positional Accuracy of ASTER DEM in meters (m) PEG PCD
Arquivo RMSE| Tendency, Precision| - - 25K | 50K | 100K | 250K

ASTGTM2_S12W044_de| 7,93 -5,31 589 |-54,31| 19,05
ASTGTM2_S12W045_de| 7,79 3,00 7,19 |-18,66| 30,49
ASTGTM2_S12W046_de| 7,98 4,83 6,35 |-48,99| 30,28
ASTGTM2_S13W044_de| 5,24 0,49 5,22 |-40,26| 19,24
ASTGTM2_S13W045_de| 9,14 2,59 8,76 |-43,45| 42,42
ASTGTM2_S13W046_de| 7,41 5,04 544 |-36,03| 38,80
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Figure 7 presents the histograms of the altimetric discrepancies aebgwute accuracy
assessment for the ASTER and SRTW) &Ewell as for the Reference DEM.

Figure 7Histograms of discrepancies for ASTER, SRTM and Reference DEM
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